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Agenda 

• What I wanted to do -> Transfer Learning 
• Why this dataset? 
• InstaCities1M 
• Architecture of the experiments 
• Experiment 1 – small data 
• Experiment 2 – bigger data 

• Original Experiment 
• Top 100 experiment 
• Random 100 experiment 

• Experiment 2 – deep dive 
• Lowest probability correctly classified images 
• Error analysis 

• Original experiment 
• Top 100 experiment 

• Landmark analysis 
• Accuracy curve for degraded training data 
• Repeated experiments 
• Errors explanation – LIME 

• Ideas for further research 
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What I wanted to do 
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Transfer Learning 

Part responsible for feature extraction 
At initial layers the net extracts features like edges and colors. The deeper into the 
net we will go the more high level feature will be extracted. Examples of high level 
features: faces, wheels or text. 

Categorization layer 
This is a problem specific layer that uses the 
features extracted earlier to solve current 
problem. 

Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton. Imagenet classification with deep 
convolutional neural network. In Advances in Neural Information Processing Systems, 2012. 
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Transfer Learning 

Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton. Imagenet classification with deep 
convolutional neural network. In Advances in Neural Information Processing Systems, 2012. 

New classification layer 
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Part responsible for feature extraction Classification layer 

• Using information extracted from millions of images 
• Possibility to fine-tune this part to extract specific features 

connected to problem at hand 

• Retrained for the problem at 
hand 
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Transfer Learning 

Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton. Imagenet classification with deep 
convolutional neural network. In Advances in Neural Information Processing Systems, 2012. 
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Part responsible for feature extraction Classification layer 

• Using information extracted from millions of images 
• Possibility to fine-tune this part to extract specific features 

connected to problem at hand 

• Retrained for the problem at 
hand 

Feature extraction layer 
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Why this dataset? 
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Datasets 

This set is for classification only 

Database Database - link

PIROPO https://sites.google.com/site/piropodatabase/home

Pascal VOC http://host.robots.ox.ac.uk/pascal/VOC/

Open Images Dataset V4 https://storage.googleapis.com/openimages/web/index.html

WebVision https://www.vision.ee.ethz.ch/webvision/2017/download.html

IMAGENET http://image-net.org/

COCO http://cocodataset.org/#home

Caltech 256 http://www.vision.caltech.edu/Image_Datasets/Caltech256/intro/

Daimpler - pedestrians & cyclistshttp://www.gavrila.net/Datasets/Daimler_Pedestrian_Benchmark_D/daimler_pedestrian_benchmark_d.html

MIT datasets

HRI Road Traffic dataset http://www.gepperth.net/alexander/interests.html#carbenchmark

BELGA Logos http://www-sop.inria.fr/members/Alexis.Joly/BelgaLogos/BelgaLogos.html

TopLogo-10 Dataset http://www.eecs.qmul.ac.uk/~hs308/qmul_toplogo10.html/

WebLogo-2M Dataset http://www.eecs.qmul.ac.uk/~hs308/WebLogo-2M.html/

TME Motorway Dataset http://cmp.felk.cvut.cz/data/motorway/

CVL http://www.vision.ee.ethz.ch/en/datasets/

Caltech Pedestrian Detection Benchmarkhttp://www.vision.caltech.edu/Image_Datasets/CaltechPedestrians/

Robust Multi-Person Tracking from Mobile Platformshttps://data.vision.ee.ethz.ch/cvl/aess/dataset/

CCPD: Chinese City Parking Datasethttps://github.com/detectRecog/CCPD

VisDrone2018 http://aiskyeye.com/views/index

YFCC100M http://multimediacommons.org/

InstaCities1M https://gombru.github.io/2018/08/01/InstaCities1M/

Google Landmark https://www.kaggle.com/google/google-landmarks-dataset
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COCO  – Common Object in Context 

http://cocodataset.org/ 
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2016 2017 2018 

http://cocodataset.org/#detect
ion-leaderboard 
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Other popular datasets 

• IMAGENET 
• Pascal VOC 
• Open Images Dataset V4 

 
All those are extremely popular and have 100+ articles.  
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TopLogo-10 Dataset 

http://www.eecs.qmul.ac.uk/~hs308/qmul_toplogo10.html/ 

Size Small (10 categories with 70 images each) 

Challenge Small training set 

Application Product categorization 

Possible extensions - 
WebLogo-2M Dataset 

2017 
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VisDrone2018 

http://aiskyeye.com/views/index 

Size Moderate 

Challenge Drone 

Application Drone image analysis 

2018 
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InstaCities1M description 
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InstaCities1M 

https://gombru.github.io/2018/08/01/InstaCities1M/ 

Size Big 

Challenge Web data – very noisy 

Application 

2018 

Possible extensions - 
Google Landmark ?? 

This dataset was used for learning common embedding for image description 
and images. Task: image retrieval based on text search. 
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InstaCities1M – exploration  

Exemplary images for London category (first 8 from the train folder): 
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InstaCities1M – facts 

• The size of the data set: 17GB (1M of images from 10 categories) 
• The data is already divided into: 

• Train – 800k images 
• Validation – 50k images 
• Test – 150k images 
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Architecture 
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Architecture 2 – VGG16 

Original network had 3 FC layers at the 
end: 2 of those had 4096 neurons and the 
third last layer had as much layers as the 
number of categories. 
 
My net has 4 FC layers at the end: 3 of 
those have 512 neurons and the last has 
10 as the number of cities in the dataset. 

Problem 2 Net not learning to predict which city was the 
picture taken in 

Solution Gradually decreasing the learning rate which was 
finally set at 0.0001. 

Problem 1 Not enough memory to train network 

Solution Decreasing the batch size from 16 images to 4 at 
once. Decreasing the size of FC layers from 4096 to 
512. 
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Experiments 1 – small data 
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Experiment – Architecture 2 (VGG16) – small data 

• The results on the right are for small data (100K 
images) 

• Train – full 100k data 
• Test – only 10k first observations from training 

data!!! 

Result I was able to train the model to predict each observation from training data with 95%+ 
accuracy 

Observations/questions • We could probably achieve 100% accuracy by further training at lower learning rate 
• What is the best approach here, when to stop training? (Normally we have validation 

set – but now as everything is in train) 

!!!! 
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Experiment – Architecture 2 (VGG16) – big data 

• This is the state of training for 22.10 6:31 pm. 
• The model have seen the entire data 6 times 
• The accuracy gain seems to be linear except for 

first few epochs 

Result Training in progress, the results keep improving the longer we train the model. Time 
already elapsed: ~60h (each epoch takes around 55 minutes) 

Observations/questions • When to stop training? 
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Experiment – Architecture 2 (VGG16) – small data – deep dive 

• Is a baseball team from 
Denver which could play 
matches in either of the USA 
cities 

• Hard to tell from food photo 

23/96 



Computational Intelligence seminar –– Dominik Lewy 

Experiment – Architecture 2 (VGG16) – small data – deep dive 

• This is the Chicago Theater - 
correct • Hard to tell from food photo 
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Experiment – Architecture 2 (VGG16) – small data – deep dive 

• Hard to tell from this photo • This is the Millennium Park in Chicago 
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Experiment – Architecture 2 (VGG16) – small data – deep dive 

• Hard to tell from this photo • Normally Starry Night is in NY 
but it could be on trip in 
Chicago? 
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Experiments 2 – bigger data 
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Original Experiment 
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Experiment 2 – VGG16 – training on one set validation and early stopping on other 

• Train – full 800k data 
• Val – full 50k data 
• The split was done according to author proposition 

• The training was conducted for 17 epochs (200k 
images each) so the net saw the training data 4 times 

• For inference net after 12 epochs was used as after 
that the validation accuracy and error started 
decreasing 
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Experiment 2 – top 100 predictions for each class 

• Vast majority of the top 100 predictions for each class 
were correct predictions 
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Experiment 2 – per class deep dive – LONDON  

What can be seen on 
photos: 
• London Eye 
• Tower Bridge 
• Elizabeth Tower (Big 

Ben) 
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Experiment 2 – per class deep dive – LOS ANGELES  

What can be seen on 
photos: 
• Palm trees 
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Experiment 2 – per class deep dive – MELBOURNE 

What can be seen on 
photos: 
• Flinders Street 

Station 
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Experiment 2 – per class deep dive – NEW YORK  

What can be seen on 
photos: 
• Times Square 
• Brooklyn Bridge 
• Empire State 

Building 
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Experiment 2 – per class deep dive – SAN FRANCISCO 

What can be seen on 
photos: 
• Golden Gate Bridge 
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Experiment 2 – per class deep dive – SINGAPORE 

What can be seen on 
photos: 
• Marina Bay Sands 
• Gardens by the bay 
• Leaflet not in 

English 
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Experiment 2 – per class deep dive – SYDNEY 

What can be seen on 
photos: 
• Sydney Harbor 

Bridge 
• Sydney Opera 
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Experiment 2 – per class deep dive – TORONTO 

What can be seen on 
photos: 
• Canada's National 

Tower (CN Tower) 
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Experiment 2 – per class deep dive – MIAMI 

What can be seen on 
photos: 
• https://www.miami

musicweek.com/arti
st/alesso 

• A music event was 
taking place in 
Miami with the 
main star Alesso 
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Experiment 2 – per class deep dive – CHICAGO 

What can be seen on 
photos: 
• Van Gogh 

autoportret 
• Starry Night 
• Millennium Park 
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Top 100 experiment 
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Experiment 3 – VGG16 – training on same data minus top 100 (same set for validation) 

• Train – full 799 data 
• Val – full 50k data 
• Test – top 100 from each class (1k images not used 

for training) 

• For inference net after 8 epochs was used as after 
that the validation accuracy started decreasing and 
error increased 
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Experiment 3 – VGG16 – training on same data minus top 100 (same set for validation) 

Results: 
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Random 100 experiment 
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Experiment 4 – VGG16 – training on same data minus random 100 (same set for validation) 

• Train – full 799 data 
• Val – full 50k data 
• Test – random 100 from each class (1k images not 

used for training) 

• For inference net after 8 epochs was used as after 
that the validation accuracy started decreasing and 
error increased 
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Experiment 4 – VGG16 – training on same data minus random 100 (same set for validation) 

Results: 
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Experiment 4 – VGG16 – training on same data minus random 100 – sample of random images 
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Experiment 4 – VGG16 – training on same data minus random 100 (same set for validation) – sample images 
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Experiment 4 – VGG16 – training on same data minus random 100 (same set for validation) – sample images 
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Experiments 2 – deep dive 
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Lowest probability correctly classified images 
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Lowest probability correctly classified images 
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Lowest probability correctly classified images 
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Lowest probability correctly classified images 
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Error analysis – original experiment 
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Experiment 2 – VGG16 – training on one set validation and early stopping on other 

• Train – full 800k data 
• Val – full 50k data 
• The split was done according to author proposition 

• The training was conducted for 17 epochs (200k 
images each) so the net saw the training data 4 times 

• For inference net after 12 epochs was used as after 
that the validation accuracy and error started 
decreasing 
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Experiment 2 – top 100 predictions for each class 

• Vast majority of the top 100 predictions for each class 
were correct predictions 
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Experiment 2 – top 100 predictions for each class – error analysis 

Erroneous images: 
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Experiment 2 – top 100 predictions for each class – error analysis 

Analyzed image: 

The correct label is Miami but the model predicted 
Los Angeles. From the analysis of top 15 predictions 
from LA we can see that the model learned to classify 
LA based on the appearance of palm trees in the 
image. There are palm trees in other cities so this is 
INCORRECT. 
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Experiment 2 – top 100 predictions for each class – error analysis 

Analyzed image: 

The correct label is Sydney but the model predicted 
Melbourne. From the analysis of top 15 predictions 
from Melbourne we can see that the image depicts 
the Main railway station in Melbourne so it is indeed 
CORRECT.  This is actually a dataset error because the 
same image appears both in Sydney as in Melbourne 
sub catalog of the training data. 
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Experiment 2 – top 100 predictions for each class – error analysis 

Analyzed image: 

The correct label is New York but the model predicted 
Miami. For sure beach is more characteristic for 
Miami yet there are some beaches in NYC. Hard to tell 
whether it is correct or not. 
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Experiment 2 – top 100 predictions for each class – error analysis 

Analyzed image: 

The correct label is London but the model predicted 
Miami. For sure there are no such beaches in London 
. 
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Experiment 2 – top 100 predictions for each class – error analysis 

Analyzed image: 

The correct label is Singapore but the model 
predicted Sydney. From the analysis of top 15 
predictions from Sydney we can see that the image 
depicts the Sydney Opera so it is indeed CORRECT.  
This is actually either a dataset error or a very similar 
building in Singapore. 
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Error analysis – top 100 images from each category 
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Experiment 3 – VGG16 – training on same data minus top 100 (same set for validation) 

• Train – full 799 data 
• Val – full 50k data 
• Test – top 100 from each class (1k images not used 

for training) 

• For inference net after 8 epochs was used as after 
that the validation accuracy started decreasing and 
error increased 
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Experiment 3 – VGG16 – training on same data minus top 100 (same set for validation) 

Results: 

This means that out of the 1000 images (100 top correctly classified images from each category) there are 41 images 
that are incorrectly classified.  
• 1 in LA 
• 9 in Melbourne 
• And the rest in Miami 
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Experiment 3 – top 100 predictions for each class – error analysis – Los Angeles 

Analyzed image: 

The correct label is LA but the model predicted SF. 
From the analysis of top 15 predictions from LA we 
can see that the images mostly depict palm trees so 
this is wired that the model made mistake. 
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Experiment 3 – top 100 predictions for each class – error analysis – Melbourne 

Analyzed images: 
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Experiment 3 – top 100 predictions for each class – error analysis – Melbourne 

Analyzed images: 

There are two misclassification cases in Melbourne: 
• Flinders railway station being classified as other city (London, SF, Sydney, Singapore) 
• Skyline classified as Singapore (this is constant, no randomness as in previous error) 
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Experiment 3 – top 100 predictions for each class – error analysis – Miami 

Analyzed images: 

Out of the 31 misclassifications: 
• 28 look like the images on the right 
• The only 3 different are presented 

below 

Comments from left: 
• Harbor classified as Sydney 
• Skyline classified as Singapore 
• And the last one is a mystery (beach 

classified as Sydney) 
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Landmark analysis 
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Landmark analysis – Method/process of getting data 

Pricing: Exemplary detection: 

The automated categorization was done using the Google Vision API. 
Process: 
• An image is send to the API 
• Landmark detection are returned 

 
The speed: 6 images per second 
Total cost if we were to  run detection on all images: $1500 
For now I have run the detection on top 50k of images. 
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Landmark analysis – Limitations of Automated approach 

As this is an automated approach we do not really know what is the quality of the landmark detection. Some 
example of incorrect landmark detection or lack of detection. 

Incorrect landmark detection: No landmark detection for Big Ben: 

For sure, with increase of dataset size the problem grows. 
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Landmark analysis – Diversity of landmarks per city 
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Landmark analysis – In depth analysis – London (from top 100 perspective) 

• Landmarks: The absolute # of most frequently appearing landmarks grows but the relative number of those falls 
• Lack of landmark: grows with the size of the dataset  
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Landmark analysis – Diversity of landmarks per city – In depth analysis – London 

Frequent landmarks Infrequent landmarks 
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Landmark analysis – In depth analysis – Summary (from top 100 perspective) 

Differentiators: 
• Melbourne – has just one frequent landmark (Flinders Street station), which is split into 2 labels 
• NYC – 7 frequent landmarks, high diversity 
• Chicago – impact of Starry Night (suspicious image) disappears almost completely 
• LA, Singapore, Miami – very high % of lack of classification 
• Sydney – dominated by Harbour Bridge and Opera 
• Toronto, SF – has just one frequent landmark 

 
 

Category City 

• abs # of landmarks grows but the 
relative % falls 

• lack of landmarks increases with the 
dataset size 

Melbourne, NYC, London, Chicago, LA, 
Singapore, Sydney, Toronto, SF, Miami, 
Sydney, Toronto, SF 

77/96 



Computational Intelligence seminar –– Dominik Lewy 

Landmark analysis – In depth analysis – other possibilities 

Tells us how the diversity 
changes with the increase of 
test dataset size. 

Landmarks diversity Landmarks distribution 

Tells what is the frequency of appearance of each 
landmark. 
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Accuracy Curve with decreasing number of 
training samples 
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Accuracy Curve for increasing size of dataset 

95,5% 

75,8% 

50,3% 
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Accuracy 

Accuracy Log. (Accuracy)

• The dotted curve is a logarithm approximation of the data points 
• I have selected the logarithm curve because I expect such a relation but this is a BIASED decision 
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Top 100 – repeated experiment 

81/96 



Computational Intelligence seminar –– Dominik Lewy 

Top 100 – repeated experiment 

Introduction: Each experiment was repeated 3 times. For the top 100 experiment the images where the same (100 
images from each category that were predicted by the original model with highest probability for this class) but the 
order of the observations given while training the model was different. 

Experiment 1: 

Experiment 2: Experiment 3: 

Accuracy: 95.5% 99.8% 94.6% 

Which gives an average accuracy of 96.6%. 
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Top 100 – repeated experiment 

Result: We can see from the attaches accuracy and loss curves that the training of the network behaves similarly. 
The accuracy curve for validation set reaches a good performance and plateaus while the training one continues to 
rise. For model loss we can see that for validation curve it reaches an optimum around 6-8 epoch and rises 
afterwards while the training one continues to decrease. As for the accuracy on the top 100 images from original 
net from each category the mean average precision is 96.6%. 

Experiment 1: Experiment 2: Experiment 3: 
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Random 100 – repeated experiment 
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Random 100 – repeated experiment 

Introduction: Each experiment was repeated 3 times. For the random 100 experiment the images were random as 
well as the order of the observations given while training the model.  

Experiment 1: 

Experiment 2: 

Experiment 3: 

Accuracy: 44.4% 46.5% 45.3 % 

Which gives an average accuracy of 45.4 %. 
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Random 100 – repeated experiment 

Result: We can see from the attaches accuracy and loss curves that the training of the network behaves similarly. 
The accuracy curve for validation set reaches a good performance and plateaus while the training one continues to 
rise. For model loss we can see that for validation curve it reaches an optimum around 6-8 epoch and rises 
afterwards while the training one continues to decrease. As for the accuracy on the random 100 images from 
original net from each category the mean average precision is 45.4%. 

Experiment 1: Experiment 2: Experiment 3: 
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Errors – LIME explanation 

87/96 



Computational Intelligence seminar –– Dominik Lewy 

Errors – LIME explanation – experiment 1 

There were 45 errors in total. Only 5 of those were meaningful the other ones depicted Miami festival and dog on 
pink background. 
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Errors – LIME explanation – experiment 2 

There were 2 errors in total and all of those were meaningful. 
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Errors – LIME explanation – experiment 3 

There were 54 errors in total. Only 7 of those were meaningful the other ones depicted either Miami festival or 
some other music event. 
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Top 5 – LIME explanation 
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Top 5 – LIME explanation – experiment 2 

Just out of curiosity and to see how LIME works for correctly classified images I have plotted top 5 images for each 
category. 
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Ideas for further research 
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Ideas for further research 

• Validation of this setup on a different data set 
• Fine tuning of the model 
• Creation of a universal recipe for object categorization where no labeled data is available with the use of noisy 

web data 
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