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Problem statement

Deep Neural Networks suffer from 
memorization effect.

Memorization effect – learning random not 
meaningful patterns. The result is like lookup 
table where we store patterns without 
deeper understanding of the whole concept.

• DNNs offer good generalization (it is not 
that well understood; the property is 
applied either to model family or 
regularization techniques used in training)

• DNNs can easily fit a random labeling of 
the training data (unaffected by 
regularization; if the number of weights 
surpasses the number of data points, 
which usually is the case in modern 
architectures)

February 2017https://arxiv.org/pdf/1611.03530.pdf

https://arxiv.org/pdf/1611.03530.pdf
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Problem statement – DNNs can easily fit a random labeling
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Intuition

Content of the paper:
1. Qualitative differences in training 

networks on random vs real data
2. DNNs learn simple patterns first
3. How to use regularization to reduce 

memorization effect

https://arxiv.org/pdf/1706.05394.pdf

https://arxiv.org/pdf/1706.05394.pdf
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Intuition – Qualitative differences in training networks on random vs real data 

Easy examples
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Problem statement
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Noisy labels
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Other approaches of handling noisy data
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Other approaches of handling noisy data

• Preprocessing steps (eliminating observations that are suspected of being mislabeled) 
• Buckets of examples (predicting labels for groups of examples rather for single observation)
• Loss function change (adding a regularization term to the loss function)
• Adding layers that mimic noisy behavior (estimating a conditional probability of seeing a wrong label)
• Regularization (adding dropout to the network)
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Key concepts
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Small-loss samples



Training strategies for noisy labels – Dominik Lewy

6/22/2020

Big-loss samples
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Update by disagreement

Original image: True class:

Boat

Car

Net 1: Net 2:

Boat Boat

Bike Bike
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Decoupling



Training strategies for noisy labels – Dominik Lewy

6/22/2020

Decoupling – key concepts

Small loss Cross update Joint training Disagreement Agreement

Key concept: decouple the decision of  “when to 
update” from the decision of “how to update”.

“when to update” – when 2 classifiers give different 
predictions (when classifiers “disagree”). This decision is 
independent of the “true” label.

Details:
• Algorithm uses 2 DNNs (this could be seen as a meta 

algorithm that decides on which observations should 
be used for learning).

• The difference stems from random initialization (This 
is crucial. If we were to initialize both networks in the 
same way the algorithm would not make any 
updates).

Pseudo code:
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Decoupling – practice & intuition

Small loss Cross update Joint training Disagreement Agreement

TRAINING TIME

Agreement

Disagreement (train set)

Training set over training iterations:Practice: the procedure suggested by authors is as 
follows:
1. Initially training each of the two classifiers on a 

different subset of the data
2. Switching to the suggested update rule in an 

advanced stage of the training process
3. At the end of the optimization process each of the 

two classifiers can be used for inference
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Decoupling – experiments

Small loss Cross update Joint training Disagreement Agreement

Data set: Labeled Faces in the Wild (LFW).
This benchmark consists of 13,233 images of
5,749 different people collected from the
web, labeled with the name of the person in
the picture. The authors reformulated the
problem by using an external algorithm to
predict (with some uncertainty) the gender
of the person based on the name. This
resulted in noisy labels.

The authors created 5 subsets based on the data set above:
• N1, N2, N3- all the images for which the algorithm was 100% sure about the gender (divided into 3 equal parts)
• N4- the images where the algorithm was more than 90% sure
• N5- the algorithm did not provide prediction. All those images were labeled as male hence majority of the images

in the data set were of males.
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Decoupling – experiments

Small loss Cross update Joint training Disagreement Agreement

(N1-N5) (N1-N4)
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Decoupling – experiments

Small loss Cross update Joint training Disagreement Agreement

Scenarios: Two alternative scenarios were
considered:
• The clean data set was available for model

selection (in this case the observed value
is the balanced accuracy on the best
available iteration)

• The clean data is not available (in this case
the observed value is the balanced
accuracy of the last iteration)
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Co-teaching+
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Co-teaching+ – key concepts

Small loss Cross update Joint training Disagreement Agreement

Key concept: combining the “decoupling” strategy with 
Co-teaching (based on small-loss trick).

Small-loss trick – using for training only those 
observations that produce low errors (are “easy” to 
classify)

High level steps:
• Both networks do prediction for all the data
• Only prediction disagreement is used further
• Both networks select small-loss data from the 

disagreement sample
• The selection of one network is back propagated 

through the other net The motivation for introducing Co-teaching+ is 
that in the simple Co-teaching both networks 
gradually converge to a consensus reducing the 
benefit of two separate experts.
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Co-teaching+ – key concepts

Small loss Cross update Joint training Disagreement Agreement

Mechanisms used:
• Small-loss trick
• Keeping the networks diverged (presented on the 

right)
• Cross-updating parameters of two networks (intuition 

comes from culture evolving hypothesis, where a 
human brain can learn better if guided by the signal 
produced by other humans)
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Co-teaching+ – key concepts

Small loss Cross update Joint training Disagreement Agreement

Controlling how many small-loss data should be 
selected:
• Beginning of the training procedure – we want to 

keep more small-loss data in each mini-batch, which 
is equivalent to dropping less data (we need a large 
𝜆(ℯ)

• Advanced part of the training procedure – we want to 
keep less small-loss data in each mini-batch, which is 
equivalent to dropping more data (we need a small 
𝜆(ℯ)
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Co-teaching+ – training set over training iterations

Small loss Cross update Joint training Disagreement Agreement

TRAINING TIME

Agreement

Disagreement

Co-teaching+ :

Small loss
(train set)

TRAINING TIME

Agreement

Disagreement (train set)

Decoupling:
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Co-teaching+ – experiments

Small loss Cross update Joint training Disagreement Agreement

Data set: four benchmark data
sets were used: MNIST, CIFAR-
10, CIFAR-100 and NEWS. Those
data sets were clean, so noise
was introduced according to the
following scenarios:
• Symmetry flipping
• Pair flipping
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Co-teaching+ – experiments 

Small loss Cross update Joint training Disagreement Agreement
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Co-teaching+ – experiments 

Small loss Cross update Joint training Disagreement Agreement

This paper does not claim to
improve the SOTA results. It
claims to reduce the
memorization effect caused by
prolonged training on noisy data.



Training strategies for noisy labels – Dominik Lewy

6/22/2020

Joint training with Co-Regularization
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Co-teaching+ – key concepts

Key concept: reducing the diversity of two networks during 
training.

High level steps:
• Both networks do prediction for all the data
• A join loss with co-regularization is calculated for each 

training sample
• Small-loss samples are selected based on the joint function
• The selections are back propagated through both networks 

simultaneously

Small loss Cross update Joint training Disagreement Agreement
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JoCoR – Joint training with Co-Regularization

Error function:

Classification loss:

Contrastive loss:

Small loss Cross update Joint training Disagreement Agreement
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JoCoR – Joint training with Co-Regularization

Small loss Cross update Joint training Disagreement Agreement

Controlling how many small-loss data should be 
selected is similar to Co-teaching+ approach.

The intuition behind explicit regularization that aims at 
agreement is that two models are unlikely to agree on a 
incorrect label.
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JoCoR – Joint training with Co-Regularization – experiments 

Small loss Cross update Joint training Disagreement Agreement

Data set: four benchmark data sets were used:
MNIST, CIFAR-10, CIFAR-100 and Clothing1M.
The first 3 data sets were clean, so noise was
introduced according to the following
scenarios:
• Symmetric flipping
• Asymmetric flipping



Training strategies for noisy labels – Dominik Lewy

6/22/2020

JoCoR – Joint training with Co-Regularization – experiments 

Small loss Cross update Joint training Disagreement Agreement
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JoCoR – Joint training with Co-Regularization – experiments 

Small loss Cross update Joint training Disagreement Agreement
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JoCoR – Joint training with Co-Regularization – experiments 

Small loss Cross update Joint training Disagreement Agreement
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JoCoR – Joint training with Co-Regularization – experiments 

Small loss Cross update Joint training Disagreement Agreement
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Advanced training strategies to cope with 
noisy data
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Training strategies for noisy labels – overview
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Training strategies for noisy labels
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The end. 
Thank you!


