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What data augmentation is?

Data augmentation (DA) refers to strategies for increasing the diversity of training examples without explicitly 
collecting new data.
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Why do we use it?

Train/Test error curves

Train Error Test Error Strategy

High High Increase the 
capacity/complexity 
of the model

Low Optimal OK

Low Much worse than 
train

Data augmentation, 
Regularization 
(weight decay, 
dropout)

1 2 3

When discussing generalization and overfitting three scenarios arise:
1. Model trained excludes the true data-generating process – this corresponds to underfitting and induces bias
2. Model matched the true data-generating process
3. Model included the data-generating process but also many other possible generating processes – this

corresponds to overfitting, in such scenario variance rather than bias dominates the error
The goal of regularization is to take the model from third scenario to the second.
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How can we categorize data augmentation methods in NLP space? 

Data 
augmentation

Rule-based
Interpolation-

based
Model-based

Copy is modified
Synthetic sample 

is created
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Example of a rule-based method

https://arxiv.org/pdf/1901.11196.pdf
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EDA – Easy Data Augmentation

https://arxiv.org/pdf/1901.11196.pdf
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EDA – Easy Data Augmentation

https://arxiv.org/pdf/1901.11196.pdf

Data sets include:
• SST-2 – Stanford

Sentiment Treebank
• CR – customer 

reviews
• SUBJ –

subjective/objective 
dataset

• TREC – question type
dataset

• PC – Pro-Con dataset

Architectures include:
• RNN – LSTM-RNN
• CNN
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EDA – Easy Data Augmentation
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EDA – Easy Data Augmentation

https://arxiv.org/pdf/1901.11196.pdf



Data Augmentation – literature review – Dominik Lewy

Information Sensitivity: General\External

10/27/2021

EDA – Easy Data Augmentation

https://arxiv.org/pdf/1901.11196.pdf
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Example of an interpolation-based method

https://ojs.aaai.org/index.php/AAAI/article/view/7186
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Data Augmentation via Mixing Images
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Mixup for Sentence Classification

The quick brown fox jumps over the lazy dog.

Pack my box with five dozen liquor jugs. 

Sentence A:

Sentence B:



Data Augmentation – literature review – Dominik Lewy

Information Sensitivity: General\External

10/27/2021

Mixup for Sentence Classification
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Mixup for Sentence Classification

Data sets include:
• IMDB – binary sentiment classification dataset
• MR – movie review data set with binary sentiment
• SST-1 – Stanford Sentiment Treebank
• TREC – question type dataset
• SUBJ – subjective/objective dataset

https://ojs.aaai.org/index.php/AAAI/article/view/7186
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Mixup for Sentence Classification

https://ojs.aaai.org/index.php/AAAI/article/view/7186
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Example of a model-based method
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Where is augmentation mostly used now?

• Low-Resource Languages
• Mitigating Bias
• Fixing Class Imbalance
• Few-Shot Learning

What is the array of tasks in NLP to be considered?

• Sentence Classification
• Summarization
• Question Answering
• Sequence Tagging
• Parsing
• Grammatical Error Correction
• Neural Machine Translation
• Data to text (NLG)
• ….
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Sequence Tagging – rule-based equivalent

https://aclanthology.org/2020.coling-main.343.pdf
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Sequence Tagging – rule-based equivalent

https://aclanthology.org/2020.coling-main.343.pdf
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Sequence Tagging – interpolation-based equivalent

http://chaozhang.org/papers/2020-emnlp-seqmix.pdf
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Sequence Tagging – interpolation-based equivalent
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Other methods

https://arxiv.org/pdf/2105.03075.pdf
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The end. 
Thank you!
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Discussion


