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No-free-lunch (NFL) theorem [Wolpert et al., 1995]

"(...) all algorithms that search for an extremum of a cost function perform exactly the
same, according to any performance measure, when averaged over all possible cost
functions"
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Performance complementarity [Kerschke et al., 2019]

"(...) di�erent algorithms perform best on di�erent types of problem instances"

Observed (among others) for:

planning and scheduling problems

mixed integer programming

propositional satis�ability (SAT)

constraint satisfaction

travelling salesperson problem

machine learning

polynomial-time-solvable problems

continuous optimisation
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Per-instance algorithm selection

How to determine a priori which algorithm should be used to solve a given instance?

Per-instance algorithm selection problem - given a computational problem, a set of
algorithms for solving this problem, and a speci�c instance that needs to be solved,
determine which of the algorithms can be expected to perform best on that instance
[Rice, 1976].
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Per-instance algorithm selection

Figure 1: Source: [Bischl et al., 2016]
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Per-instance algorithm selection

Figure 2: Connections between per-instance algorithm selection and related problems
[Kerschke et al., 2019]
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Single-objective continuous black box optimization problem

Goal - minimize an objective function
(or �tness function or cost function)

f : Rn → R

Single-objective continuous
optimization

Black Box scenario

Function values of evaluated search
points are the only accessible
information
Gradients are not available

Search cost - number of function
evaluations

Figure 3: Sphere 2D function from COCO
BBOB benchmark [Hansen et al., 2019]
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Single-objective continuous black box optimization problem
Problems

Problems:

In�nite number of solutions in a continuous domain

Multidimensional problems are di�cult for grid search

The goal is to �nd a global (not local) optimum

Unknown function shape

Non-linear, non-quadratic
Discontinuities, sharp ridges
Non-separability
Ill-conditioning
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Single-objective continuous black box optimization problem
Examples

Figure 4: Attractive Sector Function
(2D)[Hansen et al., 2019]

Figure 5: Gallagher's Gaussian 21-hi Peaks
Function (2D)[Hansen et al., 2019]
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Single-objective continuous black box optimization problem
Examples

Figure 6: Attractive Sector Function
(2D)[Hansen et al., 2019]

Figure 7: Gallagher's Gaussian 21-hi Peaks
Function (2D)[Hansen et al., 2019]
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Exploaratory landscape analysis
Initial work

Figure 8: ELA initial work (2011) [Mersmann et al., 2011]
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Exploaratory landscape analysis
Motivation [Mersmann et al., 2011]

Once a problem is well known, one can employ a matching optimization algorithm
to solve it

Most problems encountered in practice (e.g. from the engineering domain) are
poorly understood

If computing one �tness evaluation is costly, initial testing or parameter tuning are
problematic

Finding interactions between problem properties and algorithms is crucial.

Problem features de�ning a speci�c algorithm's performance can be gathered
without actually running it.

Properties are estimated using a small sample of function values combined with
statistical and machine learning techniques.
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Exploaratory landscape analysis
Principle

Principle:
1 6 low-level feature sets introduced (�tness landscape characterization)

curvature
convexity
levelset
local search
meta models
y-distribution

2 50 sub-features

3 Latin Hypercube Sampling (Ds = [Xs, Y s])

4 Prediction of BBOB fetures / high-level features
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COCO BBOB functions

COCO BBOB functions groups [Hansen et al., 2019]:

Separable functions: f1 - f5

Functions with low or moderate conditioning: f6 - f9

Functions with high conditioning and unimodal: f10 - f14

Multimodal functions with adequate global structure: f15 - f19

Multimodal functions with weak global structure: f20 - f24
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Exploaratory landscape analysis
High-level features

Figure 9: High-level features [Mersmann et al., 2010]
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Exploaratory landscape analysis
High-level features

Figure 10: High-level features [Mersmann et al., 2010]
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Exploaratory landscape analysis
Low-level features [Mersmann et al., 2010]
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COCO BBOB functions

Figure 11: Classi�cation of the noiseless BBOB functions based on their properties
(multi-modality, global structure, separability, variable scaling, homogeneity, basin-sizes, global
to local contrast). Prede�ned groups are separated by horizontal lines. [Mersmann et al., 2011]
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Exploaratory landscape analysis

Figure 12: Relationships between high-level features (grey) and low-level feature classes (white)
[Mersmann et al., 2011]
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Exploaratory landscape analysis

Figure 13: Cost (i.e. NFE) of the selected bits. The vector s̃ = (s̃1, . . . , s̃l)contains the
di�erent initial design sizes within the selected features; lsFE re�ects the mean number of FE
of all local searches for the respective initial design; d equals the dimensionality of the test
function. [Mersmann et al., 2011]
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Problem 1
Feature selection for BBOB groups

Random Forest (RF) classi�cation algorithm

5-fold cross-validation

Target: 5 prede�ned BBOB groups based

24 x 5 x 5 x 5 = 3000 function instances (# functions x # instances x #
dimensions x # repetitions)

s = {5000, 2500, 1250, 625, 500, 400, 300, 200, 100}
Multi-objective optimization using SMS-GA (based on SMS-EMOA)

minimize misclassi�cation rate (MCE)
minimize cost of calculating active features (NSF)
minimize total number of feature groups used (NFE)
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Problem 2
Feature selection for high-level features

Problem 1 extension

MCE is computed for each of 7 classi�cation problems

maximum of these errors (MaxMCE) is used
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Results

Figure 14: Plot of the hypervolume dominated by the active population after each function
evaluation for the two optimization problems (10D). The colors denote the di�erent runs of the
SMSGA. [Mersmann et al., 2011]
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Results
Problem 1

Figure 15: Scatter plot of two features, selected via forward selection and cross-validation on
the function instances (10D). [Mersmann et al., 2011]
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Results [Mersmann et al., 2011]

Zaborski Exploratory landscape analysis



Algorithm selection problem
Single-objective continuous optimization

Exploratory landscape analysis
Further research

Problem leave-onefunction-out problem

Preliminary work in this direction

4-class problem: accuracy 73%

2-class problem: accuracy > 96%
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Further research

Figure 16: Dimension n of the BBOB functions in selected previous studies for the following
four tasks: high-level property classi�cation (HP), algorithm selection (AS), performance
prediction (PP), and per-instance algorithm con�guration (PIAC). [Tanabe, 2021]
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Automated Algorithm Selection - ELA + ML
[Kerschke and Trautmann, 2019]
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Automated Algorithm Selection - ELA + ML
[Kerschke and Trautmann, 2019]

Figure 17: Schematic view of how Exploratory Landscape Analysis (ELA) can be used for
improving the automated algorithm selection process. [Kerschke and Trautmann, 2019]
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Automated Algorithm Selection - ELA + ML

Principle:

1 COCO BBOB benchmark utilized

2 129 optimization algorithms performance data gathered

3 ERT computed per BBOB problem, dimension and instance
4 ELA features set from improved latin hypercube design (50D) using �acco

R-package

102 features per problem instance (more than in [Mersmann et al., 2011])

5 4 solvers sets (one per dimension)

solvers that ranked within the �Top 3� of at least one of the 24 functions
each set has 37 - 41 solvers
12 solvers �nally (optimizers that belonged to each of 4 sets)

6 Choosing best algorithm using cross-validation
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Automated Algorithm Selection - ELA + ML

Algorithm selection:

3 algorithm selection approaches:
classi�cation
regression
pairwise regression

4 feature selection strategies:
Greedy forward-backward selection (s�s)
Greedy backward-forward selection (sfbs)
(10+5)-GA
(10+50)-GA

leave-one-(function)-out cross-validation
96 submodels (24 functions x 4 dimensions)
95 used for training + 1 for testing

average of the resulting 96 relative ERT
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Automated Algorithm Selection - ELA + ML
Results

Final models (2 of 70 = 14 algorithms x 5 feature selections):

Model 1

8 features (greedy forward-backward)
SVM as classi�cation

Model 2

2 feature groups added (10+50)-GA)
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Automated Algorithm Selection - ELA + ML
Results [Kerschke and Trautmann, 2019]
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Automated Algorithm Selection - ELA + ML
Results

Figure 18: Comparison of the predicted solvers. Each row shows how often the respective best
solver was predicted as fmincon, HCMA, HMLSL or MLSL by the selectors (Model 1 / Model
2). [Kerschke and Trautmann, 2019]
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Conclusions

ELA is e�ective in function class prediction

ELA is useful in Algorithm Selection

Generalizability of ELA is unconvincing
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