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A brief history of language models
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N-gram

Source: https://web.stanford.edu/~jurafsky/slp3/3.pdf

• Each sequence is a separate entity 
no similarity between

• There are no connections outside
of the “n-gram”

https://web.stanford.edu/~jurafsky/slp3/3.pdf
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Word embeddings

Source: https://web.stanford.edu/~jurafsky/slp3/3.pdf

• Each word can have exactly one meaning

https://web.stanford.edu/~jurafsky/slp3/3.pdf
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RNN

Source: https://web.stanford.edu/~jurafsky/slp3/3.pdf

• All information is compressed in a single context 
vector, which is a big bottleneck

• Still remembering sth that is further than 100 
steps is challanging

https://web.stanford.edu/~jurafsky/slp3/3.pdf


DALL-E – generating images from text – Dominik Lewy

Information Sensitivity: General\External

GPT-2

Source: https://web.stanford.edu/~jurafsky/slp3/3.pdf

• Insanely better at context
• However still computationally

infeasible for very long vectors

https://web.stanford.edu/~jurafsky/slp3/3.pdf
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Scaling transformer models

Source: https://web.stanford.edu/~jurafsky/slp3/3.pdf

https://web.stanford.edu/~jurafsky/slp3/3.pdf
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DALL-E & its componenets
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What DALL-E is?

DALL-E is a 12-billion parameter version of GPT-3 trained to generate images from text descriptions, using a dataset 
of text–image pairs. It can generate multiple diverse predictions for the same caption.

DALL-E usually works in conjunction with CLIP, an algorithm used to discriminate/sort the predictions of DALL-E to 
the most meaningful ones.

DALL-E uses an architecture based on transformers, one of the better known and successful architectures from this 
area is BERT.

It receives both the text and image as a single stream of data containing up to 1280 tokens, and is trained using 
maximum likelihood to generate all of the tokens, one after another. This training procedure allows DALL·E to not 
only generate an image from scratch, but also to regenerate any rectangular region of an existing image that 
extends to the bottom-right corner, in a way that is consistent with the text prompt.
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Data Set – examples from COCO

Source: https://cocodataset.org/#explore

https://cocodataset.org/
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Components

Source: own 

DALL-E GPT-3 dVAE

CLIP
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GPT-3

Source: https://arxiv.org/pdf/1706.03762.pdf

GPT-1:

What are GPT like models good at?

The quick brown fox jumps over the lazy dog

• GPT-3 is an autoregressive language model with 175 billion 
parameters

• 10x more than any previous non-sparse language model 

https://arxiv.org/pdf/1706.03762.pdf
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What is the prerequisite for transformer models to work?

Source: https://towardsdatascience.com/byte-pair-encoding-subword-based-tokenization-algorithm-77828a70bee0

Dictionary! There are several approaches to dictionary creation:
• Word-based
• Character-based
• Subword-based

We will focus on subword-based group since one of those is used in DALL-E. There are various approaches to 
dictionary creation:
• WordPiece
• Byte-Pair Encoding (BPE) <- is the one used in GPT models and DALL-E
• Unigram
• SentencePiece

https://towardsdatascience.com/byte-pair-encoding-subword-based-tokenization-algorithm-77828a70bee0
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Byte-Pair Encoding (BPE)

Source: https://towardsdatascience.com/byte-pair-encoding-subword-based-tokenization-algorithm-77828a70bee0

BPE is a simple form of data compression algorithm in which the most common pair of consecutive bytes of 
data is replaced with a byte that does not occur in that data.

BPE ensures that the most common words are represented in the vocabulary as a single token while the rare words 
are broken down into two or more subword tokens and this is in agreement with what a subword-based 
tokenization algorithm does.

Example corpora:
{“old</w>”: 7, “older</w>”: 3, “finest</w>”: 9, “lowest</w>”: 4}
The “</w>” token at the end of each word is added to identify a word boundary so that the algorithm knows where 
each word ends.

https://towardsdatascience.com/byte-pair-encoding-subword-based-tokenization-algorithm-77828a70bee0
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Byte-Pair Encoding (BPE)

Source: https://towardsdatascience.com/byte-pair-encoding-subword-based-tokenization-algorithm-77828a70bee0

Start: Sample step:

{“old</w>”: 7, “older</w>”: 3, “finest</w>”: 9, “lowest</w>”: 4}

https://towardsdatascience.com/byte-pair-encoding-subword-based-tokenization-algorithm-77828a70bee0
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Byte-Pair Encoding (BPE)

Source: https://towardsdatascience.com/byte-pair-encoding-subword-based-tokenization-algorithm-77828a70bee0

Start: End:

{“old</w>”: 7, “older</w>”: 3, “finest</w>”: 9, “lowest</w>”: 4}

https://towardsdatascience.com/byte-pair-encoding-subword-based-tokenization-algorithm-77828a70bee0
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Encoding for images

Source: https://en.wikipedia.org/wiki/Lists_of_Egyptian_hieroglyphs

How to ensure the same property in the image encoding?

https://en.wikipedia.org/wiki/Lists_of_Egyptian_hieroglyphs
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What other obstacles are there?

Source:

600 x 600 x 3 = ~1 million places

It would be computationally expensive and challenging to train.
Hence the images are:
• Pre-processed to 256 x 256
• Further down sampled to 32 x 32
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VQ-VAE

Source: https://arxiv.org/pdf/1711.00937.pdf

https://arxiv.org/pdf/1711.00937.pdf
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VQ-VAE

Source: https://arxiv.org/pdf/1711.00937.pdf

https://arxiv.org/pdf/1711.00937.pdf
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dVAE

Source: https://ml.berkeley.edu/blog/posts/dalle2/

https://ml.berkeley.edu/blog/posts/dalle2/
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dVAE

Source: https://ml.berkeley.edu/blog/posts/dalle2/

https://ml.berkeley.edu/blog/posts/dalle2/
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dVAE

Source: https://ml.berkeley.edu/blog/posts/dalle2/

https://ml.berkeley.edu/blog/posts/dalle2/
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dVAE

Source: https://ml.berkeley.edu/blog/posts/dalle2/

https://ml.berkeley.edu/blog/posts/dalle2/
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Encoding summary - DALL-E

A token is any symbol from a discrete vocabulary; for humans, each English letter is a token from a 26-letter 
alphabet. DALL·E’s vocabulary has tokens for both text and image concepts. Specifically, each image caption is 
represented using a maximum of 256 BPE-encoded tokens with a vocabulary size of 16384, and the image is 
represented using 1024 tokens with a vocabulary size of 8192.
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DALL-E in practice
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DALL-E in practice

Text token

1 2 3 4 5 6

Input: Sentence A Text BPE vocabuolary of size 
16384
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DALL-E in practice

Text token

1 2 3 4 5 6 1

Image token

Input: Sentence A Text BPE vocabuolary of size 
16384

Image learned vocabulary of size
8192
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DALL-E in practice

Text token

1 2 3 4 5 6 1 2 3 4 5 …

Image token

Input: Sentence A Text BPE vocabuolary of size 
16384

Image learned vocabulary of size
8192

Text token are connected to all 
input tokens via attention

Image token in addition to 
seeing text tokens have colum 
and row attention



DALL-E – generating images from text – Dominik Lewy

Information Sensitivity: General\External

DALL-E in practice

1 2 3 4 5 6 1 2 3 4 5 …

Input: Sentence A Text BPE vocabuolary of size 
16384

Image learned vocabulary of size
8192
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DALL-E possibilities
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Food for thought

Software 
1.0

Software 
2.0

Software 
3.0
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The end. 
Thank you!


