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Federated Learning – introduction and general notation

Source: https://www.google.com/url?sa=i&url=https%3A%2F%2Ftheblue.ai%2Fblog-pl%2Ffederated-learning-2%2F&psig=AOvVaw2HJ0aM7PRIJV9lkdL-
W9WX&ust=1665899766885000&source=images&cd=vfe&ved=0CA0QjRxqFwoTCMj5ibXG4foCFQAAAAAdAAAAABAI
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Taxonomy

Source: https://arxiv.org/pdf/1907.09693.pdf
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Taxonomy – Data partitioning

Source: own
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Taxonomy – Communication Architecture

Source: own
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Approaches to augmentation in Federated Learning 

Source: https://arxiv.org/pdf/1907.09693.pdf
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FedAvg - motivation

Source: https://arxiv.org/pdf/1602.05629.pdf
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FedAvg - motivation

Source: https://arxiv.org/pdf/1602.05629.pdf
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FedAvg - algorithm 

Source: https://arxiv.org/pdf/1602.05629.pdf
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FedAvg - results

Source: https://arxiv.org/pdf/1602.05629.pdf
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FedAvg - results

Source: https://arxiv.org/pdf/1602.05629.pdf

C - % of nodes 
participating in 
comunication round
E – number of rounds 
epochs in each 
comunication round
B – mini-batch size

C=0.1
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FedMix - introduction 

Source: https://arxiv.org/pdf/1907.09693.pdf
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FedMix - algorithm 

Source: https://arxiv.org/pdf/1907.09693.pdf
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FedMix - results 

Source: https://arxiv.org/pdf/1907.09693.pdf
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FedMix – How did passed information look like? 

Source: https://arxiv.org/pdf/1907.09693.pdf

https://arxiv.org/pdf/1907.09693.pdf
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Federated Learning – introduction and general notation
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Approaches to augmentation in Federated Learning 

Source: https://arxiv.org/pdf/1907.09693.pdf

What can we 
transfer 

between nodes?

Weights

FedAvg

Data

FedMix

Meta-data

StatMix

REPEATED

https://arxiv.org/pdf/1907.09693.pdf


Augmentation methods in Federated Learning – Dominik Lewy

Information Sensitivity: General\External

StatMix – How it works?

Source: https://arxiv.org/pdf/2207.04103.pdf
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StatMix – How it works?

Source: https://arxiv.org/pdf/2207.04103.pdf
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StatMix – How it works?

Source: https://arxiv.org/pdf/2207.04103.pdf
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StatMix – How it looks?

Source: https://arxiv.org/pdf/2207.04103.pdf
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StatMix – How does it perform?

Source: https://arxiv.org/pdf/2207.04103.pdf
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StatMix – How does it perform?

Source: https://arxiv.org/pdf/2207.04103.pdf

Works also for non-
federated scenario!
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StatMix – How does it perform?

Source: https://arxiv.org/pdf/2207.04103.pdf

Impact depends on the
complexity of the task
and network.

https://arxiv.org/pdf/2207.04103.pdf
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StatMix – How does it perform?

Source: https://arxiv.org/pdf/2207.04103.pdf
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StatMix – How does it perform?

Source: https://arxiv.org/pdf/2207.04103.pdf
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StatMix – Coclusion

Source: https://arxiv.org/pdf/2207.04103.pdf

• A simplistic data augmentation (DA) mechanism (StatMix), dedicated to FL learning setup that limits the amount 
of communication between participating nodes, is proposed.

• StatMix is evaluated on two different CNNs, with numbers of FL nodes ranging from 5 to 50, and shows 
promising results, improving baseline by between 0.3% and 7.5% depending on the architecture and the number 
of nodes.

• It is shown that the standard set of simple DAs, typically used for CIFAR datasets, is not well suited for FL 
scenario, as it deteriorates the performance along with a decrease of the number of samples per each FL node.

https://arxiv.org/pdf/2207.04103.pdf

