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Agenda

1. What LLMs are good at and what they fail at? 
2. Toolformer
3. In-context learning
4. Creation of dataset for Toolformer training
5. Tools
6. Downstream tasks
7. Other (preserving LLM core abilities, scaling, limitations)
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What LLMs are good at and 
what they fail at? 
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What LLMs are good at and what they fail at?

LLMs limitations

Access to up-to-
date information

Tendency to 
hallucinate

Difficulties in 
understanding low-
resource languages

Lack of 
mathematical skills

Unawareness of 
progression of time
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What LLMs are good at and what they fail at?

LLM knowledge: LLM simple math:
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What LLMs are good at and what they fail at?
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What LLMs are good at and what they fail at?

LLM English: LLM Suahili:
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What LLMs are good at and what they fail at?
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Toolformer
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Toolformer
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Toolformer

A model trained to decide 
which API to call, when to 
call it and how to use the 

result in future token 
prediction.

Definition:
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Toolformer

Assumptions:

• Tools should be learned 
in self-supervised way 

(cost, usefulness)
• No loss in generality and 

independence in API 
usage decision making 

(not tied to specific task)
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In-context learning

In-context learning (ICL) is a specific method of prompt engineering where demonstrations of the task are
provided to the model as part of the prompt (in natural language). With ICL, you can use off-the-shelf large
language models (LLMs) to solve novel tasks without the need for fine-tuning. ICL can also be combined with fine-
tuning for more powerful LLMs.
The main types of machine learning (supervised ML, unsupervised ML, semi-supervised ML, and reinforcement
learning) can only learn with data they are trained on. That is, they can only solve tasks that they are trained to
solve. LLMs that are large enough have shown a new type of machine learning - in-context learning - the ability to
learn to solve new tasks by providing “training” examples in the prompt. In contrast to the aforementioned types
of ML, the newly learnt skill is forgotten directly after the LLM sends its response - model weights are not
updated.
In-context learning (ICL) learns a new task from a small set of examples presented within the context (the prompt)
at inference time. LLMs trained on sufficient data exhibit ICL, even though they are trained only with the objective
of next token prediction. Much of the interest in LLMs is due to the prompting with examples as it enables
applications on novel tasks without the need for fine-tuning the LLM.

Source: https://www.hopsworks.ai/dictionary/in-context-learning-icl
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In-context learning

prompt = "You are an AI assistant 
that helps people translate text. 
Translate the below text from 
{sourceLanguage} to 
{outputLanguage}.
{textForTranslation}

prompt = "You are an AI assistant that 
helps people translate text. Please 
translate text provided between ### 
from {sourceLanguage} to 
{outputLanguage}.
\n ### {textForTranslation} ###
\n For reference you can use below 
examples of similar translation that 
were made in the past, which should 
help you translate text correctly.
\n Text: {originalText1}
\n Translation: {translatedText1}.
\n Text: {originalText2}
\n Translation {translatedText2}.”

Standard prompt: In-context propmpt:
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Creation of dataset for 
Toolformer training
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Creation of dataset for Toolformer training
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Creation of dataset for Toolformer training

Comments:

• Human involvement 
limited to examples 

from prompt
• Where to introduce API 

call is decided by model 
(up to k candidates)

• How many calls are 
generated for each 

position is a parameter 
(up to m)
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Creation of dataset for Toolformer training

Comments:

• Execution depends on 
the API, it can be calling 

NN, search engine or 
python tool

• Response needs to be a 
single text sequence
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Creation of dataset for Toolformer training

Comments:

• We want to measure if 
API call with response 

helps the model reduce 
uncertainty

• Only calls that reduce it 
are used to create new 

data set
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Creation of dataset for Toolformer training
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Creation of dataset for Toolformer training
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LLM

Finetuning:
The newly created data set is used to finetune LLM 
using a standard language modelling objective.

The ”augmented” data set is a version of original data 
used for training, which helps preserve LLM general 
capability.

API calls are inserted in positions where they are 
needed and helpful motivating model to learn when 
to use them.

Inference:
At inference stage the model behaves normally up to a 
point it sees special token (->) at which point it 
executes the api to get response. The generation 
process continues on previous text with API response 
added at the end. 
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Tools



Toolformer – How to equip LLMs with tools – Dominik Lewy

Information Sensitivity: General\External

Tools

What other name is 
Pittsburg known by?

The Steel City

War memorial 
FLodden

[…] was created in 
memory of the 
Battle of FLodden

3435*235/9

89691.67

None

November 15th, 
2023

Os Melhores Escolas 
em Jersey

The best schools in 
Jersey

Constraints:
• Both input and output is represented as text
• The intended use can be demonstrated and 

acquired
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Tools

What other name is 
Pittsburg known by?

The Steel City

Source: https://arxiv.org/pdf/2208.03299.pdf
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Tools

War memorial 
FLodden

[…] was created in 
memory of the 
Battle of FLodden

3435*235/9

89691.67

Simple Python script 
supporting 4 basic 
operations: +, -, *, /

BM25 also known as the Okapi BM25, is a ranking 
function used in information retrieval systems to estimate 
the relevance of documents to a given search query.

https://en.wikipedia.org/wiki/Okapi_BM25
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Tools

Source:Source: https://arxiv.org/pdf/2304.04675.pdf, https://arxiv.org/pdf/2207.04672.pdf, https://github.com/facebookresearch/fairseq/tree/nllb

LLM vs Supervised:

https://arxiv.org/pdf/2304.04675.pdf
https://arxiv.org/pdf/2207.04672.pdf
https://github.com/facebookresearch/fairseq/tree/nllb
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Downstream tasks
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Downstream tasks

Baseline models:

Comments:

• GPT-J is an opensource 6 
billion parameter GPT-2 

like model
• Additionally, the models 

are compared against 
big general models OPT 
(66B parameters) and 

GPT-3 (175B 
parameters)



Toolformer – How to equip LLMs with tools – Dominik Lewy

Information Sensitivity: General\External

Downstream tasks

Subset of LAMA benchmark (fill statement with missing fact):

Comments:

• Without tools all models 
achieve similar 

performance correlated 
with size

• Usage of tools makes 
the model clearly 

outperform all baselines
• In 98.1% of cases API 

was called
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Downstream tasks

Math dataset:

Comments:

• Interestingly Toolformer
even with API disabled 

achieves good 
performance (probably 
due to training on more 
mathematical samples)

• Allowing API usage more 
than doubles model 

performance and clearly 
outperforms big general 

purpose models
• In 97.9% of cases API 

was called
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Downstream tasks

Question answering: Multilingual question answering:

Comments:

• 99.3% cases API call was made
• For Multilingual depending on the 

language but between 7.3% (Hindu) 
and 94.9%
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Downstream tasks

Temporal dataset:

Comments:

• Dataset is created by 
authors and contains 

simple temporal 
questions (e.g. What 

day of the week was 30 
days ago?)

• API usage was different 
for those datasets 0.2% 

for TempLama and 
54.8% for Dataset



Toolformer – How to equip LLMs with tools – Dominik Lewy

Information Sensitivity: General\External

Other (preserving LLM core 
abilities, scaling, limitations)
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Other (preserving LLM core abilities, scaling, limitations)

Language modelling:

Comments:

• Training on dataset 
augmented with API 
calls does not change 

the metrics significantly
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Other (preserving LLM core abilities, scaling, limitations)

Scaling Laws:

Comments:

• Models generally 
become better at 
solving tasks with 

increase in size
• Small models do not 

learn to use tools
• Ability to make good use 

of tools increases with 
size as well
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Other (preserving LLM core abilities, scaling, limitations)

Toolformer limitations

No chaining of API 
calls

In some cases data 
acquisition method is 

sample inefficient

No interactive API 
usage (refining 

answer based on 
subsequent calls)

Sensitivity to exact 
wording on input 

when deciding to use 
API

No knowledge of cost 
of using external tool


